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Abstract

The Integrated Services Framework (ISF) proposes a set of generic, fundameftal dasses that are needed in the

emerging network ecosystem and defines a common service model that allows such services to invoke one another and to
build incrementally more complex services. This Integrated Services Framework incorporates wedkotdrin GEANT2
Network Services Development JRA2 Tasks 1
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Virtualisation technologies and agility in service delivery is changing the way network services are
being engineered. Defining basic network services or functiomsusing them to compose more
complex and bespoke services is the approach takerGEBANT in order to utilse advanced
capabilities of the network infrastructure and at the same time deliver cusaiohé services and
control to the users.

For the evolutim of an integratedGEANBervices frameworkseveral principles of engineering are
employed: virtualisation, service abstraction, technologgnosticism objectoriented inheritance,
composition and construction.

The work references the TRbrum ZOOM archecture [TMEZOOMJ [TMEZOOMR TMF Framewrx
[TMEEkwhen related to OSS/BSS processes and TMF SID for the information framEWB& Dthe

ETSI NFV architectutdf\ regarding the service modelling, orchestration and function chaining. The
work also references leading work from the R&E networking community such as the Network Services
Interface (NSI) standard, the Genersdd Virtualsation Model and draws on considerable work from
prior future internet research programes, such as FIRE and GENI. The approach impacts the work of
four GN42 JRAZ2 tasks: T1 Consolidated Connection Services (CG8lvid@ Provider Architecture
(SPA), T3 GEANT Testbeds Service (GTS), and T4 Performance Monitoring and Verification (PMV).

GEANTs currently evolving its service framework in parallel to relevant standards and therefore, this
document only presents thénitial principles of the framework. For example, the ongoing work
between TM Forum and ET&I converge the next generation service delivery ecosystem developed
by TM Forum with the requirements for NFV imposed by the ETSI stanifarefiected in ausite of
specificationsconstantly updated and evolving (e.g. on hybrid network management and information
models for virtuakation) which need to be taken continuously into account by the work carried out
in JRA2.

The document presents the principles BEANE er vi ce s’ evolution as well
network services developmefor Task 1 to 4

lIFor example ‘“Hybrid Infrastructure Platform (HIP) | mpl emen
November 2017 where HIP is inteetito be an example of how to use the various TM Forum artifacts (e.g., APIs and data
model s) to manage an infrastructure that consists of virtu

Virtualization Manaé@éB&hhkarch2017, 1 G1147, Rel ease 1
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The rapid growth in the user base, requirements, and reliance on our networks has also increased
network complexity. Incremental enhanments and upgrades with additional hardware pieces or
new services to address this evolution have resulted in complexity in service delivery. Taking also into
account the recent evolutions on virtugdiion an evolved architecture approach is needed foxtne
generation services.

The service evolution includes identifying basic functions and services which then can be combined to
create more sophisticated services. Also the service evolution includes functions and services
integrating at the information, stem and process level, to allow common crassction processes,
reduce duplication and complexity, and thus increase tbficiency. Thepproach is to identify basic
building blocks of serviseand operations upon them.

This document presents the cagqats of network services evolution GEANTN Section 2. Section 3
presents a overviewroadmap of the associated developments conducted in JRA2 T-askKsettion
4 provides insight on relevant best practices and standards. Finally, Section 5 consd@apmints.
Further details on the roadmaps for Task 1 to 4iactuded as Appendices.
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Traditional network services evolve to offer more than just fixed transport or a single infrastructure
that supports a single, fixed, foakding protocol. Network service providers still perform basic
transmission of data between points, but they also offer users the option to customise their network
service environments, to define their networks to most effectively pursue their speciictblgs. Of
particular interest to network service providers is a reliable means of continuously introducing and
supporting these innovations within their infrastructures such that they can function safely and
properly without interfering with each otherroexisting production services. Composable servces
services constructed of virtuaiid functional and/or infrastructure resourcesoffer a compelling
approach to address these requirements.

Virtualisation, service composition and service function cirainare gaining traction within the
advanced networking community as a promising means to address network evolution. Flexible
construction of services to meet specific customer needs, and doing so in a deterministic manner is
an increasing requirementfaisers. .

User facing services need to be treated as objects, decomposed to a set of more basic components or
service objects. These objects can be modelled via recursive service asdrgigde decompaoton,

down to the level of a basic set of atom@n(e) services. Modulaation and composition allows for

the creation of flexible new service offerings and new service instantiation is simplified. At the same
time, decomposition modelling and resource orchestration provides the framework to validdte an
analyse the performance of these services..

Basic services and support functions can be orchestrated to produce more sophisticated service
constructs that can be easily replicated and customised, reserved, activated, and then operationally
monitored andverified throughout the lifecycle of the entire service.

21 9@2ftdziA2Yy t NAYOALX Sa

Evolution of network services requires careful analysis of the principles of abstraction and
virtualisation i.e. disaggregating the user facing service definition from the wymadgriphysical
infrastructure, technologies, or implementation that may be used to sedlie services. This design
methodology is technology agnostiservice instances are measured against what they were defined
to do, not how that function is impleméed, and so are not dependent upon specific products or
technologies.
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Virtualisation is the abstraction of a service objéctdefine what that service does, or how it behaves,
independently from the underlying physical implementation ofttearvicecapability Itdecoupks
the service objectrom specific physicahfrastructure,platform, or technology upon which it may be
modelled or upon which itis realged. By virtualsing a physicalobject, a virtual instance can be
mapped to any oderlying physical context that can deliver the defined behavioural characteristics.

In thecontext of emerging network virtuadation, there arevirtualised infrastructure analogs such as
virtual machines, virtual circuits, virtual switches and rostefirtual storage, etcVirtualisation also
extends to functional capabilities that may have traditionally been integrated as features in particular
hardware such as encapsulation, encryption, policing/shaping, filtering, etc. (see also the ETSI NFV
specification as discus=l in Section 4.2

By delivering services in the formwiftualised serviceobjeds, the behaviour of those service objects

can be defined independelyt of any particular physical platform or implementation technology
Service poviders are thenable to factor largetraditionally monolithic and increasingly complex
services into a set dfasiccommon subservices “ at o mi that cas thenwa used as,building

blocks tocomposeimproved orcustomized servicesThesecommon domic servicg are simpler to
develop and validate, and can be assembl ed, or
manner that extends reliability, availability, and maintainabilitin predictable and deterministic

fashion. Further, because #se virtual service objects are decoupled from specific hardware, these
services can be implemented using different technologies, or different vendors and different products.

Virtual objects can be grouped together and their data flow topology explidéfined to create
“composabl e s e sed composite serndce objedtsiTheseadomposite objects can
themselves be manipulated/orchestrated to create more sophisticated and cusedmiserfacing
services.

A rigorous irtualisation model efficiently boundsa service object s behavi our , i . e.
constr ai n sabilityhoemteradvwjitreothér obgects Thisisolates the object to prevent it from

interfering with other service objects, and simultaneously insulates the object frtarférences from

other objects. This isolation and insulation of individual service objects extends to composite objects,

and thus to highefevel service environment§. Thi s extensi on of atomic se
like insulation and isolatiorp larger complex composite objects thru construction is ee¢enet of
“composabl e This slaes noti peeeent.sgparate service instances or environments from
communicating or interacting with one another, but requires that such interaction lpgiogky

defined on the part of botlservice objects

Virtual service objects can, by definition, be hosted on any hardware coat#tto deliver the
required functional attributesThus his virtualsation model can extend to objects not traditiohal
considered network components. For example, a radio telescope can be ggtudly defining a
service object that behaves ... like a radio telescdpet virtual radio telescope (VRT) will define its
attributes anddata flowports in the same mannersaother virtual service objects (e.g. a VM or virtual
circuit) and can be orchestratesing the same lifecycle primitives and topology descriptiorateey
virtual network objectsand can thereby be dynamically assemlitgd alargescale distributedeal
time science facility.
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To the degree that other radio telescopes and observatories have similar capabilities, the VRT instance
could potentially be mapped to any one of those participating physical faciisetong as the
requested user attributegor the VRT instance can be met at the other locatiohisother example
includes virtualising mobile cellularspectrumto allow new mobile service modets even software
defined radio formatdo be instantiated and piloted.

Virtualisation offersgreater potential than simply more flexible network service constructiomts
innate ability to define the objects that make up the service environment and ability to manipulate
those objectsusing a common model enables us to construct highly sophisticatdzhlgi®rvice
environments that are not presently possible with conventional network engineering and/or
traditional services.

23 { SNDXMD$ RRYTF &.

For the design and engineering of evolved services, building blocks such as hierarchical service models,
physical and logical resource elememsid control andmanagement operations arequired. These
are dscussed in turn in the following sections.

2.3.1 Service Models

Services should be modelled in terms of what they deliver and/or how they betenerdless oftie
technology that may be usedtoresdi t h e m. This is service “abstra

Abstractional | ows the service objects or functions to
what they do—or what they do not de- before they are mapped to particail hardware technology

or products. It also enables the services to be technology agnostic, which allows different network
service providers to implement them with different vendors, or different technologies.

The services delivered by a provider emphgythis framework delivers the service functionality by
constructing a machine that performs the desired function. For instanE&NG builds a machine
called an “I1P service” to move Inlthis congex KEBNTs fr om
producesvi rt ual “obj ect sifistamtiated in ¢he GBANT iof@structure ant plaxed e

in service to the user. These objsabay be simple common virtual service objectschas a virtual

circuit or a virtual machineyr they may be more sophisticad service objects that are constructed

from many other service objects. An example oflteer might be a multpoint L3VPN We will use

this objectbased model to describe future services. Thus we begin to conceggtuali s er vi ces
functions perfomed by “obj ects” the provider allocates t

Object-based modek for virtualised servicesare still evolving across industry and research
communities. JRAPask3 GEANTTestbedServicehas developed a Genersdid Virtualsation Model

(GVM)to support thedynamiccreation/orchestration of testbeds or mor e general ly “v
e nvi r onamepnseddmpany different virtuabed obpcts. Tle GVMimplementation appears

to be most advancedealization (working coddpr wide area networking to date, but certainly it is

not the only possible approachGVM continues to evolve and still requires community input and

thinking. In recent years, work relating to network function virtsation (NFV) bears further
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investigationas NFV and GVM appear to be converging. The integrated service framework skeuld t
into consideration approachessed in different industry standards and initiatives, for example
modelling network functiong line withETSI VNFs.

We begin identifyindbasi ¢ service objects/functions that ar
objects reflect common conventional infrastructure componerBasic usefacing infrastructure
services can fall into one of the following categonésbjects

1 Transport sevice objectsmove information, unmodified, from one geographical location to
another.

9 Switching and forwarding objectsort information among transport service objects. Ingress
information is inspected and processing performed to decide how to direcinfloemation
on egress. (These could also be considered a subset of computational objects.)

1 Computational service objectsare generaburpose compute objects that translate
information according to software function.

i Storage object$iold information, unmodied, for later retrieval.

9 /O service objectsintroduce/extract information into/from the system. For example, a
scientific instrument or sensor, or a display.

1 Composite serviceprovide the ability to group the above objects into larger objects.

These hsic object{components)an form the base for other, mosgpecific functional objectdzor
exampl e, a “rate limiter?” service object coul d
computational object instantiated with software that effectsthemor speci fi ¢ “rate |
objectbehaviour

Resource Resource Resource
Object(s) Object(s) Object(s)
SERVICE A SERVICE B SERVICE C
Infrastructure Infrastructure Infrastructure
Object(s) Object(s) Object(s)

Figure2.1: Modular approach to service construction

Several independent services are depictedrigure2.1 as a genericaftware process that takeas
input a set of“infrastructure objects and produce a usefacing output service objeca“ r esour c e
0 b j e This butput resource is the objgaticed in servicéor the user. These input objects may be
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produced by ot he

virtual services

object.

séANT )

real physical infrasucture devices in an inventory pool managed by the service, or may be objects

r services. T h SEANEusstemet, butnmay t h i s
be any [authosed] requesting agent, even another service. In this diagramd, in a generaded
model , the term
respectively relative to a particular service and should not be construed to mean physical
infrastructure or the ultimate resource deéred to theend user.This allows us to speak generically
of virtualised services without regart where a particular function might reside in a stack or service
chain and without assumption on the nature of the input infrastructure object or the ougsaurce

nfrastructur

This dynamism is particularly relevant to virtsatl services where a particular service (e.g. a VM
service) may rely on other service(s) (e.daae metal server (BMS)service) to provide the input
“infrastruct ur epresentddnlyigurd2e ire nonderlying BMS infrastructure service

is generabed, and so can serve many other cliefisyond the VM service. The genersdd
virtualisation model enables this dynamic interplay among services andsitlosvcapital investment

of baselevel services to be applied more efficiently across a wider range of use cases, and reduces
duplication of support functions required of the other services. This also introduces the ability of
services to acquire/releas@afrastructure as neededto be more agile and efficient responding to

capacity fluctuations.

User C
RequestingsBareMetal Use

Virtual
Machine
Resources

Resources

User B

T =z

Bare Metal Infrastructure

Server

Resources Resources

Infrastructure

Figure2.2: Layered resource virtualisation model

User
US = .,

Resource E E

Data Center
= blade server

CEEERCEEE

OpenVswitch

Container
Resources

Rack servers

Figure 2.2 depicts how servicesise other services to dynamically acquire/release the [relative]
infrastructure components requicktto produce their respective outgiservice object. It also shows
how such service factoring can define services thate efficientlycover many use cases.
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Virtualised services offer great prospects for responsive dynamic/elastic interoperation and novel
service concepts for both users and network service provid@msplexity, however, must be
managed in a rigorous, scalable, and deterministic manner.

The modekxpressed heravhere abstracted service objects are defined in aelinded manner,
arecomposable within specific rules aateindividually verifiableallowscomplexity to be effectively
managed It also enableautomated processes to provide semdrintelligentlyanalyseperformance
and identify faulty components using deterministititomated processes that extend from baseel
atomic services to very complexivisioned service constructs.

2.3.2 Composite Services

Composite services produce serviggiects made up of other virtual service objects, assembled to
address specific user needs. An implicit requirement of composite services is the ability to define the
data plane relationship among the constituent service objette data plane arrangemenf the
constituent objects, combined with the functionahaviourof those objects, produces the emergent
behaviourof the composite service object itself. A common control plane model is necessary to
generalse the service interfaces to allow them to besembled using common lifecycle primitives.

The ability to functionally and recursively decompose H@ytel, userfacing service requirements into

a set of sukservices whos service objects that can be assembledr composed-to produce the

desired lightlevel functionality is the basis for composable serviEse resulting service object
composed of these constituentsther vi ce objects is a “composite”

Within the existing JRA2 servicadhe GEANT Testbed Servid®®T@ has implementeda basic
composable servicarchitecture that enables GTS to construdte-rangecomposite structures from
basic virtuabed infrastructure services. These composite service objectsiariact,the testbeds
created by GTS

An example of this modulapproach to the creation of more complex services is depictdedgare

2.3. One or more virtuabed service objects can be combined using composability rules to assemble
the multi-domain resource objectan Etlernet-framedconnection object— which is provisioned and
placed in servicéor the user.
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Ethernet Private Line

Ethernet Ethernet Ethernet
Aru ba A Private Llne Private Line Private Line CU racao:Z
® -~
' . AN Sl
o t , 1 N . ~ . ®, -
b4
.7 Segment delegated to ,’ ,' Segment delegated to AR AN Segment delegatedto  ~« -
.7 Aruba domain 1 ! Bonaire domain N LN Curacao domain S -
] 1

Aruba EPL Bonaire EPL Curacao EPL
Eth over MPLS with RFC4448 AtOM encap Eth over OTN with GFP-T encap Eth over MPLS with RFC4448 AtOM encap

Figure23:Servi ce decomposition to atomic ser vio-endkEPbbj ect s
connection service

It should also be noted that a rigorous composability model is essential to address the Fault,
Configuration, Accounting, Performance, and Security (FCAPS) requirements of real networks. Simply
stated, FCAPS characteristics of the atomic service objectdediieed such that those characteristics

will extend and combine into the composite structure in the same manner as the service objects
themselves are constructed to create the composite.

Another example of an integrated service model is when servicasestgservices. Several services
may be incorporatedinto a single abstracted computational platform- the latter decides which
specifictype of objectto produceb ased wupon the wuser’'s specified r

Users Service objects presented to
A A A external customers
Service B Service A Services used “internally”
Inffastructure construct application specific user-
facing objects
Resource(s)
Service Service C Service
Infrastructure Infrastructure
Resource(s) esource(s)

Service X Service Y
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Figure2.4: Composable services odel

The general form of these services requesting s
no longer an actual human or organisational entity, but is very likely to be an agent performing some

other higherlayer service. As shown Figure2.4, the resource object created by the lowkyer
service becomes the ‘infrastlevelsetvicer e’ object (s) U

This standard model of a network service has iesting implications. Given that the common

semantic lifecycle primitives used to interact with these services describe tteque st i ng age
requiredresources, and that the resulting resource object is input to other service(s) as infrastructure,

it follows that the form usd to describe the requested resource can also be used to describe the
infrastructure for these services. This means that there is no finite set offasielg services every
service faces a ‘wuser , C tasn da rteh ea | suos etrh ef a‘cii mfgr a sst
make up the inventory.

Composite construction, hierarchical construction, objedéented construction, etc. are common
paradigms in software engineering and modern programming langudbese concepts havieeen
appliedto many other areassuch as VLSI design, DSP applications, and even software development
asa means to manage complexity.

The model describedfor creating composite services can be linked to such recursion in service
modelling, as presenteid [TMESID the ETSI NFV Management and OrchestratibdN{d, IETF draft
on Hierarchical Service Function ChainibsET; and in the GTS éhitecture[GTS.

2.3.3 ManagementOperations

A set of operationdor participatingservices and resources are also required. Such operations can
follow the lifecycle primitives as described in the Generalized Virtualization Mo@diS [
VIRTUALISATIDon which the GTS is based, or they cdalibw the TMF Open API specifications
such as those of the Activation and Configuration[ARIF_Opeh or Management and Orchestration
operations as defined by the ETSI NFV specificatj@is] NFV_SREOther models may also be
implement such as a Slice Federated Architecture (SFA).

Theoperationalrequirementsinclude

9 Allocation of the necessary inBtiucture to support a resource instance of the type requested
with the specified attributes.

9 Activation of reserved resources in the infrastructure &neir placement as a service to the
user.

1 Deactivation of a resourcetaking it out of service whileetaining the reserved infrastructure
as might be required for maintenance operations.

1 Release of the resource instance and all allocated infrastructure back to the available pool.

1 Querying a resource for the attributes associated with the resourcenista

Deliverable D8.1 Proposed Integrated Serviges
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Resources can then be managed through their lifecycle from initial inception until they are no longer
of use.
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The JRA2 team has identified additional, functional attributes to map onto kegial objectsto

define more speciaded virtual network objects Applying specific attributes to an object and defining

that flavour to be a new objectans i mpl i fy the user’s task of buil
instance, an SDN controller could beeded by theuseral | ocat i ng a “ hoteet” r esc
user going abouinstalling ONOS softwar©NO$ and setting up the scripts to run that software.
Alternatively, the provider could define a service obj&ay, an‘ONOS o n t r abjedt) ¢hat'is

constructed of a VM host withattributes that specify an ONOS boot image arsdrspecified

attributes such as IP addresses of controlN switcldevices. The user sees an ONOS contreller

not just a VM with eme software.

Virtual Network Functions (VNFSre also includedin this context. Functions such as
encapsulation/deencapsulation, encryption/dencryption, packet filters, rate limiters, etc., can be
implemented in virtual containers and can be spurvapy quickly and many (possithlundreds) could
be placed on a server, or lodihlanced appropriately across (virtualised) infrastructure.

There is potential fofuture work by the R&E community and/or industry collaboratarghe area of
Network Functin Virtualisation and Network Service Chaining (NFV/NSC) that can take advantage of
G E A Nadvasced virtual infrastructure managemewia GTS. The notions of composability and
construction already presented extend to such logical network service chaining

There is substantial work in service virtgation evolving within ETSI, IETF, TMF, and other industry
specificationgroups. Significant And there continueso be a great deal ofesearch workbeing
undertakenin these same areas. While there are #amities among these groups in many respects,
there is not yet unanimity on such standeaation. As example, the IETF has numerous RFCs
describing Network Function Chaining, Service Function Chaining, composite objects, and hierarchical
decomposition okervices using these concepts to address complexity and varying administrative or
responsibility roles. RFC 7665 Service Function Chaining Architecture [IETF RFC 7665] is recommended
as a starting point for FFI. IRTF draft Network Vidatédin Researth Challenges as of July 20daft-
irtf-nfvrg-gapsnetwork-virtualisation-06] identifies areas such as QoS, service composition, multi
domain, network function placement, privacy and security, network slicing, and device satioali

among the topics eeding further research.

JRA2 will continue to monitor the evolution of these industry specification groups with a view to
bringing these GEANT tools and services into conformance and interoperability with standards, as they
emergeand as appropriate to met the needs of the GEANT user community
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Construction of services IBEANTs expected to happen through orchestration, as ETSNFV.
“Orchestration” in this <c¢ont dronassembing afewwvatual a wi d
resources into a testbed (ala GTS), constructing a service chain (e.g. to provide load balancer to a web
service), to coordinating complex workflow8rchestration becomes even more complex if services

in one domain are liKg to act as agents to assemble composite services spanning many domains.

The orchestrator can invokaultiple service primitives to build a complex service instance on behalf
of any user, including other orchestrators. Such a regarservicanodel is pesent inNSI DGF N§lI
GVM, ETSI NF\and TMF SID service models.

In cases when a service software agent must issue a service primitive to an agent that does not
conform to a common model for service composition and orchestrat@hthat is required is the
construction of wrappers that convert the common service/resource lifecycle primitives to
appropriate command sequences in the old system. Thigig GTS incorporates OpenStack and
OpenNSA software into its service.

A serviceprovider only knows about, and is only responsible for, those services it delivers. It is not
responsible for other services, upstream or downstream, that it did not constrintleed, it is
guestionable whether the local agent will know if such upstreamdownstream services even exist.

If we assert that dparent’ service is responsible for delivering a working service to its requesters,
then the parent need only verify that its children service objects are functioning properly. If the root
orchestrata agent acts accordingly to verify that its children all conform to service specifications, and
each child does likewise recursively, then we ediy construction— assure that the entire service
complex functions properly.

There is an important corollatg the above hierarchical decomposition theory: if a child service object

is found to be faulty, then the parent should, by construction, also be considered to be faulty. A
performance analysis of the parent performance would result in a performancesamalyeach child.
Similarly, it is the child service’s responsibil

As a result, thereeedsto be a protocol to a) ask that a child service instance be verified, and b) notify
a child service that it has been found to be fauttyd c) notify a parent service that the fault has been
corrected. The hierarchical and multbmain construction of composable services means that the
constituent sub-objects are assumed to be opaque, i.e. their internal structure is not vis{bidy
external interfaces and expected performance attributes are knpwn

In order to verify such opaque service objects, there must be an architecture that places test points at
the edge of each service object that allows that service object to participate intexnai@istic
performance verification process. The protocol required will manage the process recursively to
identify failing components and to notify the appropriate agents of the results. The appropriate agents
are not necessarillythardspgonsible seeice’providertva sngpecservice k e
object. This Performance Monitoring and Verification (PMV) processing is the subject of work
currently being developeds part ofJRAZTask4.
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The architecture and protoca@re essential to the F&PS aspects of hierarchical decomposition and
verification. Any authosed agentfor instance a highlevelorchestrator, or a OSS/BSS process
leverage this capability toonductautomated fault analysis. It should be noted that such hierarchical
authorised decomposition of the fault analysis process is critical to global scaling of PMV across
administrative domains.

The endto-end scenario is relative to each service objeabt relative to some global absolute end
point(s)

It should be noted thiaservice selection is often done at different leveleach service object being

the product of a particular agent that might do its own service decomposition and provisioning. It is
often the case that the process of service selection and specificailbtake place on multiple levels,
depending on the scoping of each domain agent.

One example of such an integrated service environment would be the establishment of an
applicationsspecific network tailored to address the needs of a particular user camtgnu
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Network servicesvolution, as presented in this documens already infusing the development of
several tasks within JRA2. Many of the principles outlined here were results of work directly related
to the GENT Testbeds Service, as it was recognisedtkimabest wayto build widely distributed and
multi-purpose testbed environments and isaathem from one another, washrough an object
oriented approach that incorporated techniques such as virsatiin, £rvice abstraction, composite
construction, rigorous performance management, etc.

Four tasks in JRA2 (Task 1 to 4) are related to the evolution principles already pres&mmsdlidated
Connection Service, Service Provider Architecture, GEANT Testbrdse Sand Performance
Monitoring and VerificationFurther roadmap details are provided in Appendix A (Task 1), B (Task 2),
C (Task 3) and D (Task 4).
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The Consolidated Connection Service (@é®lopedin JRA2Task 1 provides an abstracted service
model for connections that can harmonise and consolidate existing GEANT connection services under
a single coordinated service development effort and a single integrated, intelligent/automated service
provisioning agentthus creating a fundamental building block of more advanced network services.

The CCS approach is based upon the NSI abstracti
two locations through which user data is transported, unmodified, fromesgto egress.

This simple technologggnostic service abstraction allows for various service definitions (or object
classes) to be defineds neededby the broader user community and implemented locally by each
participating NSI service domain. Gamtly, only the Ethernet framed transport service is
implemented althoughthis covers a large class of common use ca3é® onlyrequirementsthis
service class asserts the infrastructureis that Ethernet frames be transportednmodified from
ingres to egressuch a connection could be implemented over Ethernet infrastructure, or an MPLS
infrastructure, or an OTN structure, or even over raw spectrum. The user perceives the defined
behaviourof a logical conduit that moves their Ethernet frames frAnto Z. This type of abstraction

is essential for technologggnostic virtuakation.

Further, the NSI service model poses a virtedliobjectoriented semantic that deals with the service

object difecycle Thus aconnection is instantiated when it i Reserve ()’ d and the
infrastructure (whatever that may be) is selected, and allocated/schedakedecessary. The service
instance i s Pr -sewicetdtberuge)) acdordingtsd theaesatved sohedule, and it can
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be Rel eaGeaengéld( )aanddl by user control as well . The I
instance recursively decomposes the request into appropriate rdolthain path segments and
recursively Reserve()' ' s [MS dhisdifecgce madel and the intesfacem g N S |
semantics disaggregate the user facing semiodelfrom the underlying pedomain implementation

at both the hardware and software/information architecture layer.

The recursive decomposition of the connect request is typically referred to gsth computation,

path finding, or pathaggregation(NSI). Howeverhis path selection and reservation process is also a
facet of orchestration. Orchestration is generally taken to mean a broader coordination of
heterogeneous services (e.g. NFV, or coordination of network resources with eth&astructures

(such as work undertaken idRA1Task 3), but fundamentally this difference is subjective. The
pathfinding function of N&basedconnection services does notanflict with other Orchestration
functions or approaches. The etolend view of the NStonnection object is defined solely by the
end points specified by the requesting agent and the requested performance attributes. If that
requesting agent is a sepaeaorchestration agent doing its own path planning and reservation, this
is allowed within the NSI service model.

The point to note here is that resource selection and reservation may take place at multiple levels that

may hide or expose complexity dn @& t have a todéeridereanope€.enBach ser\
agent (orchestrator, PCE, etc) is able to be as detailed as is aathan can delegate the more

detailed aspects to other appropriate agents. The resulting composite service object vmikstitthe

requested user specifications.

As a starting point, CCS service is piloted to deliver connection objects that GTS requires. GTS is a client
of CCSAs CCS is amdependent servicet can also serve other clients or purposes, and is currently
preparing to incorporate th&SEANBoD service capability and the OTN based Wave service. All of
three of these services deliver the same abstract connection oli#tioernetframed connections with

varying performance attributes. In addition, the CO®is being integrated with SPA as part of the
ELINE project.

CCS/ELINE v1 results should be ready for pilot testing early i2D18 subsequent release (version
2) will provide additional needed functionality, and should be ready for pilot in late GX20IM8.1].
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As explained inN18.2] Service Provider Architecture (SPA) in JRA2 Task 2 "is taking a unified approach
to the typical working of Communication Service Providers (CSPs). Thevisisk 2s to set up the
groundwork and building blocks for the implementation of a holistic framework that will bring
together all available services and user/business/operations supporting activities under a single
umbrella. In this way, a consistent ugeustomer)centric view CCY of the GEANT network and its
services can be provided in an automated,-selfvice manner to all relevant stakeholders."

Service Provider Architecture (SPA) in JRA2 Task 2 builds common undedyingtioh systems and
supports common OSS/BSS processes and is aligned with TM Forum Fram@&Fk [The initial

services portfolio consists of abstracted service models that are technologgtagimoterms of their
physical implementation.
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SPA focuses for the GEANT4 Phase 2 project period is on the fulfilment and assurance operations
procedures as defined in TM Forum FrameworXMFFX This constitutes about 30% of the
component APIs that comprise the Frameworx architecture. Implementing the remaining APIs and
porting existing services to interoperability and then ultimately into full integration will take several
years and substanti@nd ongoing software support. The benefit of this investment will be a well
vetted information architecture servinGEANTand forming a comprehensiyenified underlying
information base.

The ELINE Project iha aimasto ‘empaically fevalnadeettre "Service Provider t
Architecture (SPA) and more clearlyunderstand the service implementation and transition process.
ELINE employs an initial version of SPA, and will migrate an existing GEANT service to tRa&RA. In

1 of the ELIH pilot, the Consolidated Connection Service (CCS) will be covered by SPA as the test case
service. ELINE will also integrate the service performance monitoring function (PMV) for CCS into the
SPA environmeniThe CCS service classplemented will confom to the MEF Ethernet Private Line
service specificatiorMEF ELINE

In Phase 2 of the initial pilot, the ELINE business process as defined for the SPA based CCS will be
evalated with a small set of opin use cases. This will provide feedback and tuning of the ELINE
service delivery process.

ELINE includes following aspects of SPA, which is in accordance with TMF Frafle\weix [

1 The Resource Inventoryto keep records of the infrastructure elements and the topology.
9 The Service Inventorywith the information of customer connections (circuits).
1 Monitoring of the established circuits.

As explained inN8.1], together with more details about the ELINE project and the service, ELINE
builds upon the existing N8bmpatible code base of the OpenNSA software package, and adapts the
three initial SPA components mentioned above to leverage thstiegi OpenNSA/NSI code base

[OpenNSA

TheELINE project combines standards and best practices from MEF, TMF, OGF, IETF, IEEE, and ITU.
OpenNSA and presents a model for future consolidation of GEANT connection services.

33 D;B¢ C¢CSHENPHOE] 00

GEANT Testbeds Service (GTS) in JRA2 Taask revious work undertaken in GN3has defined

and developed an integrated virtusdid service capability based upon a GeneealiVirtualsation

Model (GVM). GVM was defined part of the GTS design effort and drawpon prior work in

FEDERICA, NOVI, GEYSERS, OFELIA, GOFF, ExoGENI, DRAGON, MANTICORE, and the NSI stands
working group. GVM was positioned as a potential extension and enhancement to the NSI service
abstraction moel. The GTS development task is focused on developing a ,véablable service

model to support a broad range of network research and distributed applications/service
development and piloting. GTS was not missioned with developing an SDN, or NF\atisaticn

focused testbed, but ratheto develop a flexible and reliable capability supporting a wide range of

network research in the WAN. The GVM was a necessary step to this goal and has served as the guiding
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design principle for GTS to date. The imsemtal refinement of GVMand the extensive experience
gained in the development of GTi@s resulted in a virtuaed service capability iGBEANThat now
informs this integrated services vision described in this document.

In parallel, the ETSI NFV ustry specification group virtuahtion model implements many of the
principles discussed in thil®cument, including aumber of atomic services that create virtual objects,
such as pointo-point connections, computational elements, switching elememrts,. These are
complemented by d&composité service object that constructs larger more complex objects from
these basic services, aigfully in accordance witthe Integrated Services Framework.

GTS services already support an open API that is necdesamyegrated service construction. This
API (the lifecycle primitive set) allows other services (not just the GTS) to be part of the ecosystem and
provide or acquire the GTS service objects.

The latesiGTS version in production is 4.0, while the nexsiom (5.0) is in planning, including service
provider features such as policy engines, resource allocation management, migration and traffic
grooming, as well as checkpoint restart. More details about the GTS current status and future plans is
provided inthe Milestone documentN18.3]
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The formal objective of Task 4 Network and Service Monitoring (including Performance Monitoring
and Verification (PMV) defined iMB.4] is "to develop a generalised, but comprehensive, network
monitoring capability that will: measure the performance of GEANT network services, provide real
time feedback to network operations personnel or users", as well as "determine whether thvenke
services are performing to specification, and if not, initiate an automated analysis to localise the fault,
and notify the appropriate agent(s) to take corrective action."

The PMV Task has defined an architecture for performing performance andlysigsical and/or
virtual service objects by which such services can be monitored, verified, and problems localised
across a global landscape of aggregated services.

The monitoring, verification and problem localisation processes are being integratedheitBPA,

such that PMV can be applied generically to any atomic service and recursively, to composite services.
Such monitoring and verification must be tailored to each serfreexample, a virtual circuit would

be monitored and performance verified f@ differently than a virtual machine or a testbed or an
encryption VNFPMV is currently addressing Connection services as part of the ELINE Project. PMV is
planned to provide monitoring and verification for other services as wedl.g. computational
elements, switching elements, etc. focusing on monitoring of key network service performance
parameters of a service in production, as defined in Y.1540 and Y.1541 specifidatiehsAq, [ITU

1541], [MEF10.3, as presented in thenilestone documeniM8.4].
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The key work presented here correlates with the work of three standards and/orgpastices
oriented workng groups: the Open Grid Forum for the Network Services Interface (NSI) standard and
Network Markup Language (NML) indomain topology descriptions, the European
Telecommunications Standards Institute (ETESIHlin ETSI NFV work, and TM Fordial g with TMF
ZOOM and TMF Frameworx..

41 hLISY DNAR C2 NXzy

The Open Grid Foruf©GFhas standardised the Network Services Interface (NSI v2)doteain
connection provisioning protocaind service architectur@GH. NSl offers abstracted and technology
agnostic connection services, aitd serviceorientated lifecycleprimitives formed the basis othe
virtualised services of GTS

The OGF Network Markup Langudi@IL) specifications have bebroadlyaccepted within the R&E
networking community to describe network topoloyML]. NML provideboth a global intetxdomain
serviceoriented topology consistent with the NSI service abstractisnyell asa standard means for
describing intradomain infrastructure topology.

The NSI protocol is now deployed in almost 30 R&E networks worlgirideding most Open
eXchange Points. GEANT has been a key participant in the NSI specification andlistdioaar
process, and continues to ahair the OGF NSI Working Group. OtBEANTPartners (in particular
SURFnet, PSNC, NORDUnet, and I2Cat) have been abtitie ihe NSI andhe NML definition and
standards process.

42 9¢{ L bCzt

Perhaps the most releva recent development around virtugdd network services, and NFV in
particular, are those offered by the ETSI NFV industry specifications [@®&b NHVThisgroup was
established and began working on a reference architectior Network Function Virtuaation in
2012 (shortly before GTS development was commissioned.)

ETSI NFV was established specifically to create a coherent approach for the industry devetdpment
emerging NFV technologies
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Although the early stages @ TSoeganat roughly the same time as ETSI NE6VSvas missioned to
deliver userdefined and controlled widearea testbeds for network research. Desplistinct starting
points, GTS and ETSI NFV have ewbineconvergendirections over the last fouyears. The GTS

architecture and the ETSI NFV architecture presently overlap in several key functional areas: virtual

infrastructure management (VIM) components and some orchestration aspgstshpown irFigure
4.1), and there has also beemmvergence othe ETSI architecture to the current GEANT Testbeds
Service architecture with respect to virtualised environments

Ongoinganalysis and comparison is partbfR A fiturs work. It is possible that GEANT could offer

test environments for the ETSI NFV efo-t hei r
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stacks used to carry out interoperability testing. GTS experience and working code might also
influence the emerging models, while becoming more interoperable with them.
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Figured.1l: ETSI NFV Reference Architecture and JRAZ2 solutions: preliminary mapping

The second aspect where the two architectytesSI NFV and GE&relate is the OSS/BSS. This work,
highlighted in the upper lefhand cornerof Figure 4.1, is conducted withifask 2. Ths SPA work
implements the Zoom architecture, as such, tA8S/BSS aspects depicted represent a much more
substantial functional area than would be indicated by the single small box in the diagram.
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Integrated Services Framework relates to TM Forum specification in multiple aspects, most important
of which are TM Forum ZOOM architectuféfFZOOMR TM Forum Business Process Framework
eTOM TMEFkxand TM Forum Information FrameworiSID TMESID

As per TMEZOOMILTM Forum Zerdouch Orchestration, Operations and Management (ZOOM) "is
working to develop best practices to support both the technology and business traratform
brought about by the introduction of Network Function Virtgation (NFV) and Software Defined
Networking (SDN)".

In its Business Process Framework, TM Forum provides systematic elaboration of business processes
at several levels of complexity. $hé already used as a starting point for the SPA and PMV work. While
SPA focuses primarily on fulfilment and assurance, PMV work relates to the Service Quality
Management process in its search for performance verification.

TM Forum Information Frameworlptovides standard definitions for all the information that flows
through the enterprise and between service providers and their business partnBW 31 thus

helping the design, developent and implementation of integration interfaces. Decomposition of
individual services into atomic abstracted services, their integration with management methods and
functions into the specific more or less complex custofiaeing or internal services caise TMF SID

as a potential source of information for easier composition and decomposition of services. TMF SID is
used in the SPA work, as well as in the ELINE project.

The information architecture described by the TMF specifications oB&&NE well \etted model
that can provide a foundation f@BEANT s -teraninfprmation management strategy.
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The potenti al i mpact of wvirtualisation and comp

network services is enormous. dhntegrated sevices frameworkdescribed in this document
leverages virtuagation and dynamic service construction techniques that will alld&\ET to easily
build complexbespoke servicediat canmeet world-class reliabilityavailability, and maintainability
objectves J RA2' s ev ol ut i loasevaved frorh th&eaeraked Yinualsatiors Modd,
implemented in the GEANT Testbeds Sendod the firsthand experience of developing, deploying,
and running the GTS service.

Service abstraction, virtuadition, and interoperability among servicesn delivera number of
advantages to system architects, managers, operators and users as it provides a framework for
engineering and operating basic atomic services and subsequently for composition and orchestratio
of more bespoke and sophisticated services. This allows services to be tailored to specific needs of
eachuser, and reduces duplication and complexity and improves reliability and manageability of the
resulting services. In addition, and perhaps mostantgntly, a clear understanding of the internal
logical structure of a service aiitd constituent elements is achieved. This enables identifying flaws

in the service logic, or faults in the service instances themsela®sl such rigorous fault resolutio

leads to greater reliability and availability.

The consolidation work is related to several standardisation and-iresttices effort, including TM

Forum ZOOM and TMF Frameworx, the ETSI NFV architecture, Open Grid Forum, and MEF Service
Operations Spefication. Due to the evolving standards and the constantly changing landscape, the
work presented here is work in progress at the momgate also the roadmaps found in Appendix A,

B, C and D). Standards development has a dimgzacton the work of tasksn JRA2 Network Services
Development and JRA1 Network Evolution, as well as a broad impact on operational and service
management activities.

Deliverable D8.1 Proposed Integrated Serviges
Framework and Network Services
Development Roadmap

Document IDGN42-17-142848 21




GEANT )

pppendixaC &1 M W2NRYBYEA2E AR

Vd Vd

t 2 xiyBG2 Ay G Iiy/ERdzt @ A NIBA Y
[SNIDA OS a

JRAZIask1, the Consolidad Connection Servicei missioned to consolidate the mangnnections
oriented service currently offered BBEANTNto a singleunified service offering. The initial services
included are GANTPlus, Bandwidthon-Demand,GEANTTestbeds Service virtualrcuits, and MP
VPN. Other similar connectiariented services such &EANTambdas anGEANT AlieWavesare
planned tobe incorporated into this unified models the service progresseshe objective is toot

only make acced® these services moref a onestop shop, but tacollapse multiple product service
conceptsand support silos into a singleomprehensive servicglanning anddevelopment function

that presents a simplified ¢ 0o n n eservicé madel to the userThe strategy is to abstract ¢lse
services in order to identify the common user requirements, and allow an intelligent provisioning
system and API to map those service attributes to the appropriate underlying technologies and
infrastructure elements.

Fully automated delivery of thesservices is a key objective. This effort includes: GUI development,
hardware configuration protocols, NSI protoctime-basedpath analysis andeservation network
topology specification/distribution, path finding, federated AAIl, policy support, rdolthain
interoperability, etc.

Al 22NJ IV

Task1 of JRA2 is mostly infrastructure oriented tasKkt will cover reevaluation of all connection
services currently offered biyne GEANTetwork (there are services which are very simil&pecial
attention wil be paidto serviceimplementation in the currenGEANThetwork infrastructure, the
delivery and administration procesand therequired level of automation. Results of such effort
should benarrowedanda simpler servicgortfolio maintained(i.e. BODGEANTPlus and GTS circuits

are the same thing with different provisioning process. Both can be presented as one common service
definition of connection oriented service).

An important part of ask1 responsibility will be provisioning of service devel@minlaboratory in
Prague in cooperation with other JRA2 tasks. The laboratory is now used for the development of
GEANT estbed Service (the Software development as well as hardware engineering, integration, and
configuration interface testing.

Deliverable D8.1 Proposed Integrated Serviges

Framework and Network Services 22
Development Roadmap
Document IDGN42-17-142848




Task 1 Roadmap for Consolidation of P¢iPoint and Pointo-Multipoint Services G ';>NT<7

Except thdaboratory support, which will be continuing effort, the plannesKL roadmap wilconsist
of the following:

A.1l.1 CCSv1.0

CCS version 1.0 will focus on consolidation of pmirgoint, Ethernetframed virtual circuit
provisioning. This will establish Metwork Service InterfaceNS) standard circuit provisioning
capability using open source OpenNSA software as the code Gdmse will bebest-effort circuits

only, with no performance guarantees. (This is the same as existing EOMPLS circuits of BoD and
GEANTPIus)This initial CCS will assimilate tB&ANTTestbeds Service connection provisionitig

BoD serviceand will provide an open and publically accessible NSI interface that other user agents
can use to creat teGEANEOre.ecti ons” across

As part of CCS vansition to the GANT corerouters, JunosSpacwas utilised to mediate
provisioning requests between OpenNSA and the routers. (JunoSpace is a proprietary configuration
management tool from Juniper.) This new southbound interface hasgorto be unreliable for rapid
provisioning requiements of GTS. Resolution imtermittent timeout issues and provisioning failures

of JunosSpace has required more time and effort than was initially anticipated. This beta testing
included GTS as the prary user application. Further beta testing has continuedesolvethe
JunosSpace interface reliability issu€perations and JRA2 jointly agreed to hatty further
debugging of the JunosSpace SBI. OpenNSAenilverting back to theprior (simplerand more
reliable) direct SSH interface used in G/BS This change should occur in early 2@28S v1 will also
begin multtdomain peering with other NSletworks starting withNetherLight and CESneZhain
provisioning to direct neighhgs is currentlyenabled in OpenNSA, NML topology processing
enhancements wil/| be added to supporfollomangtmor e ext
NSI recommendationgOther NSI domains, particularly those at Open eKXgt Points, will quickly
follow. This rejuiresenabling TL&uthentication betveenNSI agents ipeering networkswhichwill

havean impacton GTS and otharlient agents within the BANT ecosysterthat do not currently

utilise TLS certificates. A minor updatedeal with authenticatioris beihg developedor GTS. As soon

as this update it ready, muldomain peering can begin in earnest.

As ofDecember 2017, CCS v1.0 has been deplayeight locations inthe GEANT core to support
GTSv4.0. This deployment has fully impleredn&TS Virtual @iuits as beseffort Ethernet over
MPLS service, withmaximumcapacityof 10GEAdditionalPoPs will be supported as the BoD service
termination points are migrated to the CCS.

CCS vl is planned to be in official Pilol bjarch 2018updated timelire as of Deember2018). This
Pila is planned to continuentil CCS v2 is ready.

A.1l.2 CCSv2.0

CCS v2s now planned todeliver the QoS perirmance guaranteed connections, an f8abled
circuit-provisioning GUI, and transition oE&GNT Plus circuits to CCamagementThe QoS feature is
the critical pathfor CCSersion 2.

Quality of Service for Ethernétamed connection services o r more broadly
guar ant e e d"-are anticaldeaturétoda affered by CC®V/ithout percircuit performance

pe
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management, a service like Gd&not offer researchers or developers a predictable level of service
—making performance analysis impossible and many applications untenable. Further, a service like
GTS without rigorous capacity managemeain easilyoverwhelm the infrastructure, negatively
impacting all the GTS service environmeras well as posing a risk to other servic€aS and
performance guarantees are essential @ANTand emerging virtuaded services

The MPLS coregsirrentlyunable toprovide Qo$uarantees on MPLS LSRs a result, it wadecided
the neededQoS/performance guarantees would be delivered over the InfissriachedOTN layer
instead of the MPLS car&hishas necessitated thdevelopment of a new southbound interfacén
OpenNSA to manage the switched Infinera&itdrequiresadditional OTMardware to be purchased
and deployed to supportthe ~100 interfaces that must suppdPG circuits(Update: as 0f)42017,
the OTN path planning and timeslot allocation code is detepgn OpenNSAand a southbound
interface to Ciena OTN kit is workinthe SBI for Infinera is expected in edy 2018 in the CCS
software,and Q32018for the additionalhardware deploymenj.

In parallel with the consolidation of the provisioning astseof these thernet-framed, point-to-point
circuits, Task 1 will develop or adagstinteractiveuser/operationsinterface to establish and monitor
standalone circuits. This is to maiplpvidean operations tool fothe visual monitoringf the status
of service instances, and secondarflyr direct manualprovisioning by operations or conventional
users. Upon making this GUI available, @C&onjunction with Operationwill begin transitioning
GEANTPlus service instances fall CCS suppori{Update: as ofQ4 2017, the MEICAN graphical
provisioning toalan open source, NSinabled,tool developed by the Brazilian NREN RidBeing
evaluated for this role.

At this point, all Ethernet framed point to poiabnnectionservices previously covereg BoD, GEANT
Plus, GTS, and GEANT Lambdas will be provided byTB&€SCS software can support GEANT Open
as well. CCS will provide a publgecureNSIAPIfor other cliensto use to request or monitor circuits.
Thus,asingle servicand a sing productdevelopment team will be responsible for the evolution of
“Connect i ¢and tBeefeatuiescof the'se services can be managed and provisioned more
effectively and efficiently.

A.1.3 CCSv3.0

CCS3.0will incorporate enhancegbath selection capaliiy, additional multidomain peering, and a
simplified installation, configuration, and operations.

The enhanced path computation is needed to support rudiint services and to provide improved
multi-domain scheduling, topology processirand switchig point placement for mukpoint multi-

domain connection services. Considfr instance the process required to incrementally grow a
multi-point L2 broadcast domain, or L3 forwarding domain (VRF) across domains in Europe and North
America. Inefficientayout or periodic rebalancing can result in highly inefficient trees.

The simplified CCS v2 is intended to ease the initial deployment of Connection Services so that NRENs
campusesor even labscaninitially deploy CCS services using only commoditgivare (e.g. some
available serversunning OVS or similar software swijcthat can install and configure the service
quickly and easily to miniise the impact to local engineering or operations st#ie(goal isdess than
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one hour per serverand tomake the operational support of the service easily integrated into existing
environments.

As a facility gains experience, the configuration process yields more control of the configuration, and
as performance requirementsentuallyincreasethe serversan be upgraded to hardware switching
elements.The goal is to make virtual circuit services as simple as possible to, tmtéitjure and get
runningto enableservicego expand into the last kilometre.

CCS v3.0 is currently estimated to be aviglab earlyQ42018

In June 2017, thint effort with Task 2 has been initiated in order to design and develop the ELINE
service (internally referred to as “The ELI NE
Consolidated Connection Service€8J} capability, using the SPA information architecture and APIs.

The ELINE project, while using a basic CCS v1 service platform, is part of the $eAZe Provider
Architecture development effortThis first EINE port of CCS to SPA is a iyl wrapperbased
approach sufficient to evaluate a realrgize within the SPA context. If this ELINE pathfinder project
proves the SPA to be a viable and strategically valuable approach, a more substantive adaptation of
CCS to utde SPA information baseérdctly will be regired. The scope of effort and schedule for such

a reimplementationwill be addressed as part of the SPA pilot report.

Task 1 contributes to the OpenNSA open source code base. The OpenNSA has g soothitaund
interface architectue, which makes ieasily adaptabléo many possible network infrastructuseThe

NSI Connection Service specifications are general enough to be possible for other
institutions/networks (member NRENS, other research networks around the world) to adapidit,

using the standarded NSI lifecycle APdllow automated provisioning of mutomain connection
instancesTask 1 can support this deployment in member NRENs by developing OpenNSA hackends
as needed for network equipment used by interested NRENSs.

The first QoS aware CCS implementation has been introduced andrd#rated at SC17. The
implementation works with CIENA 6500 platform (OTN switch) and allows a flexible number of 1Gbps
timeslots to be mapped to eonnection as needed to guarantee capacand jitter bounds. It was
demonstrated together with GTS deployment over CIENA research infrastructure in OttavealaC
(called the Ciena Testbeds Service). The southbound interface to cover Infinera OTN transport is work
in progressand will result in he consolidation of th6§EANWaves service.

Another area to study in T1 iee GEANTdmbda servic§GEANT _LAMBIDAAS this is aonnection
service (and in this case al so | urevisionedusimgnenet ser
same tools and procedures as other circuit service. In order to achieve this, T1 will extamine

potential to provision such circuits using similar service defingi@s mentioned above. This entire

circuit services portfolio shoulde then presented to users using one common web portal.

Multipoint servicessuch ad3VPN are by their naturelsoconnection servicel.3VPN. There are

two models generally considered for abstracting multipoint servicesfilgiés to treat pointto-point
(P2P)xonnections as a trivial case of a multipoint connection, i.e. a multipoint connection with only

two service termination points. The second model treats multipoint connections as a composite
construct built up from ae or more “switching” 0 btp-podtt s , e a
connections to the user designated end points &P connections interconnectingitermediate
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switching pointdor large spanning treed his latter model leverages work in optsedl spannig tree
construction to grow largemultipoint connections efficiently and incrementally.

The CCS development team expectss ttomposite model to be more flexible and dynamic,
particularly in multidomain construction and in future NFV environments. @lass to implement
multi-point using this composite construction methothe TasK team will investigate and propose
possible generaded service definitions to cover mujtoint services in order to allow their
provisioning using NSI protocol and commeaoftware elements such & path computation,
virtualised switching and control functions, etc.
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The Service Provider Architecture aims to provide an initial OSS/BSS pilot implementation that sits on
top of the virtualsed services and resources as represented with ISF and referenced by NFV ETSI. Itis
composed of loosely coupled microservicegsed components that are representing different
functional components based on the TMF TAM decomposition. All coergs expose TMF
compliant REST APIs that use a SID data model. SPA focuses on the busidegslhigierations
oriented orchestration of the components based on the ¢aeend eTOM based business processes.

The initial SPA v1.0(beta) pilot is implemeagtthe Consolidated Connection Servi(@€Spoint-to-

point Ethernet private line service within tf®PA information architectur@his CCS implementation
within SPA is designated the ELI NE” -basedPPPect .
conrections using the SPA northbound API. This pilot is scheduled to begin Januargn2dm for

120 days. This pilot has two objes: a)to determine the actual scope of effort to port a service to
SPA, and kp test the process of business processdfication and use.

The features available in the initial pilot focus on migration of the CCS service to functionthmder
control of SPA components and offer service fulfilment to a set of alpha users that will provide their
feedback when testing futionalities related to automated creation and termination®iine-based

circuits using a sefervice portal. Based on the information provided from the dynamic service
catalogue on the portathe user chooses a service and activates the related businexesses. The
system captures user orders and tracks their status, manages the service instance data in the service
inventory and uses the logical resource inventory. For the purposes of interfacing with the EL CCS
Line implementation, a TMEompliantActivation and configuration API is used.

The pilot will run until end of April 201&ith the aim to capture and document the efforts needed to
migrate theELine service to SPA and the user experience of using the automated system. Any issues
identified in terms of design, implementation or performance and scalability will be addressed before
continuing with the extension of the solutiol.is also presumed thahe ELINE pathfinder will expose
hidden complexitie3. The Pilot report will inform the fure planning for SPA implementation. If the
decision is to continue the implementation, we can better plan the buy vs build analysis, and better
estimate the manpower and timeline that will be necessary.

SPA v1.1 development will commence immediateljofaging the conclusion of the 1.0 pilgeriod
(April 2018) Key features of 1.1 include a) integration of the PVM module to perform verification
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testing and monitoringofENES er vi ce i nstances, and b) will i mpl
The R/M module (developed by JRAZ PVM) will verify the circuit is established correctly and
functioning as expected after provisionirmit before placing the connection into service for the user.

This module will continue to monitor the service object anill tigger alerts and/or notifications
whenthemoni t ori ng functions determine the service o
selection and reservation for the CCS point to point connection services. This function is currently
performedly t he OpenNSA agent of CCS as the NSI “res
an endto-end reservation of needed path segments across multiple domains, or main be restricted

to only path selection within the local domain.

This work in version &PL.1 will provide further hilepth experience addressing service migration to
SPA. We expect to see v1.1 in beta}8/0f2018 if there are no substantial challenges with feasibility
implementation.

As wearenear thecloseof SGA2 and prepare fauture work the SPA will be ready for incorporation

of a second service that will enable integration tedtscusing on the correctness of the service
agnostic implementation in terms of component interaction and data model. The services to be
ported, their sguence, and anticipated timeline will be part of the SPA 2.0 Strategy phase.

Theremaining work in GN2 should focus on scalability of the soluticaddressing procedures for
micro services management and intra/inter security of the distributed systeso,Ahe main new
feature to be added is a policy engine that will provide means to implement different levels of rights
of access. Another important aspect of the ini@iN42 efforts for SPA is the training of the service
management and operations teanss that the process of migration of existing services to SPA can
continue. Based on the user experience with SPA v1.x, the addition of other features will bespdioriti
These aspects will be resolvbd the end of GN2, as westrategise SPA v2.0 iQ3 d 2018.
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self-service portal
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FigureB.1: SPA component view
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GTS began design and development in GN3plus (April 2013) and made its debut in Q3 of 2014 with
Versionl launching in Bratislava, Ljubljana, Amsterdam and London. In ¥8ddon 2 was deployed

with three expansion sites added in Hamburg, Prague and Milan. In 28X BN4l was concluded,
Version3 was deployed and two additional sites were added in Mhdnd Paris.In July 2017, GTS
Version4 wasopened to users ir8 locations (Ljubljana wadecommissioned due tdackbone
limitations). GTSv4 represents a major evolutionary step for GTS, migrating the service from its initial
demonstration infrastructue to the GEANTore MPLS infrastructure, upgrades in interface capacity

to 10Gbps, introduction of advanced and fully virtesdi SDN switching resources, and delivering bare
metal servers as a major new user resource. A342017,the GTSlevelopment tam iscompleting

the operational integration of th@ew servers, addreggyreliabilityand performance issues associate

with the circuit migration to the core routers, and preparing a numbereshaining features in
upcomingminor releassof Version 4.

After its currently deployedearsion (GTSv4.1) there will be a follmp versionGTSv4.21ts main

featureswill be a) QoS/performance guarantees on transport circuitsab)improvedand more
scalablelnternet Access Gateway (IAGW) functionality foreBlietal Servers (BMSand ¢) Multi-

Domain (MD) environments. The IAGW for each project allows users to access the testbed
infrastructures via a public IP address and VP&rhaps the most critical feature of all of GTSv4 is the

ability to instantiate GTSLi nks” t hat have r elikelperfarmahceguafarieesc ed p s
With GTSv4, “1ink?” resources are ¢he Camdoliditeihed by
Connection Service (JRA2 CCS).

As of Q42017, CCS is pursuing QoS using @a&hsport technology insteadf MPLS hardwarand it

is how expected to be available ®2 or Q32018. The positive control over capacity allocation
provided by the QoS becomes a critical component of GTS vergiowv4hat GTS has an aggregate
capacity ® some 900+Gbpavailable directly to user testbedfther minor features will also be
introduced with v4.2 and 4,3uch as simplified DSL specifications, enhanuedrbased project
administration privileges, and various bug fixes.

The central themeor GTSv5.0vi | | be a focus on features needed
service of GEANT Two important features along this trajectorgre 1) Checkpoint/Restart
Migration/Grooming, and 2) Policy Engine.

Checkpoint/restart (c/r) allows aserto take a snapshot of thetestbed state, save that state to
persistent storagethen at some later timeemap the virtual environment to anothemgivalent set
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of infrastructure, and restart the testbeidom the saved snapshaothis feature requires a notifation
protocol be developed to inform the testbed application of an impending checkpoint process (in order
to allow the application to enter a quiescent state), and high performalstibuted storage facility
integrated across the GTS core in ordeattually capture the state and to redistribute the state files

to their new locations in preparation for restart. The GTS v5 Checkpoint/Restart feature is expected
to require approximately 3660 TBytes of high speed storage in each GTS location (abcd40R50B

in total.)

A related feature to checkpoint/restart is "active modificatigtM). AM allowsthe structure ofan

active testbed to be modified without requiring a complettease and new reservatiasf the entire

testbed. In order to simplify a hidig complex modification process, Active Modification will add or

delete only a wholeresourceinstanceto/from a composite resource objectGTS testbeds are
constructed as hierarchical assemblies of composite ohjectst e st beds” dhemwmot i n f a
node in a tree ofcomposite resource objes) In order to perform these changes to a running
distributed environment (i.e. a Testbed) the testbed itself must be notified of an impending change

and allowed sufficient time to halt or idle the processesaffected components. It is this notification

process that is also required of checkpoint restart.

From the service providenfserspectivecheckpoint/restartenables resource migration and grooming.
With migration/grooming (m/g) the GTS service pd®r cansave all or part of a running testbed and
re-mapthe testbedin order to vacate some set of infrastructure components, or to gather a set of
sparsely distributed resources onto a single infrastructure compon&htse actions may be
necessary inmlerto perform maintenance on hardware, tw free up partially utied infrastructure

for other purposes, or to perform green energgvingpower-down processe®tc.

Testbeds-or more realistically: virtual networked environmentsypically requiresubstantial setup,
configuration, and tuning over time. This makes users reluctant to release testbed resources when
the testbed is not actively being used becatise time and effort needed toecreat the runtime
environment is substantial.The c¢/r faature iscrucial to support user release of resources since it
intends to make restart an easy process. This allows the user to apply their quota allotment more
efficiently over the I ife of their pr dgienttyt and
serve more users before capacity upgrades become necessary.

GTS5 will also be delivering a policy engine feature that will enable service providers to more
effectivelydefine the rules and limits of resource allocation across their user bHse.policy engine

will define actors, roles, functions, and privileges associate with awtarn policy, and will define

policy check functions, and relevant data object specifications on which the policy checks will be based
(e.g. rollup of accumulateresourcehours.)

A further feature of GTS v5 will be a graphical drag and drop testbed editor. The initial plan is to adapt
the jJFED tool developed within the Fed4FIRE project tesautiie GVM API. Such a graphical editor
must be able to edit complekierarchical composite resource objects, generate the corresponding
DSL, and submit that DSI file for Reservation and Activation. The graphical layowdatetaust be

stored with the DSL description in order to maintain graphical rendering of the testbedone

editing session to another. Further, implementation of Active Modificatipartial manipulation of a
testbed service tree, graphical navigation through the testbed topology structure;tineal
monitoring, rollback features, etaesult in a conplex development andmplementation of the
graphical editing capability.
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JRAZI4 aims to develop a generalised but comprehensive network monitoring capability that will:

f  Measure the perfamance of GEANT network services.
1 Provide reatime feedback to netwdt operations personnel or users.

91 Determine whether those services are performing to spec, and if not, initiate an automated
analysis to localise the fault and notify the appropriate agertake corrective action.

This network monitoring and performance verification capability must function within the modern
virtualised network transport service context and support emerging-tmaditional service objects,
such as virtuaded network sevice functions, and do so in a mutibmain environment.

JRAZ 4 will focus the design of network monitoring and performance verification capability to support
the following types of network services: point to point Ethernet framed connections based lon NS
common service definitions (e.g. CCS), Etheovet-MPLS, and MPLS based VPNs (multipoint L3 and
L2 VPLS and MDVPN), chained service functionsstaodard SDN switched circuits and networks. It
will focus on monitoring key network service performamarameters of a service in production as
defined in Y.1540 and Y.1541 specifications. In the reminder of the text we will call this the network
service performance verification and monitoring capability as PVM tool set.

The PVM approach will adapt and ubeth active monitoring methods and the approach with
capturing the traffic and meta data (e.g. timestamps, payload signature, etc.) on monitoring zone
border points, and near redgime performance analysis from the captured flow data. The amount of
captured traffic will be balanced in such a way that system scalability, measurement accuracy, and
security/privacy are achieved.

Key PVM feature sets and release roadmap and timeline consist of the following:

1 PVM v1.0- Design and development MIM22 (February2018). PVM v1.0 includes the
following features: Performance verification and fault logstion of basic network services
(L2 and L3 pointo-point and multipoint VPNS), peservice instance monitoring and SLA
verification, GUl/dashboards for monitoringarameters, integration with the service
inventory and service provisioning OSS components. Key milestones:

3 Milestone 4.1— Advanced Service Monitoring/Performance Verification Architecture
(ASM/PVAY} Month 9 (January 2017)completed
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3 Milestone 4.2— Praotype for the measurement of large scale network infrastructure
elements—Month 12 (April 2017) completed

3 PVM Prototype demonstration Month 13 (May 2017) completed

1 PVM v1.0-Pilot Transition M22V126 (June 2018) PVM 1.0 will be deployed in gdunset
of locations— specificallythose associated with the GTS service footprint. This is due to the
availability of hardware consistent with the measurement point placement described in the
PVM architecture.

1 PVM 1.1 includes the rest of the featurelsat are defined by the description of work:
Integration with other OSS/BSS components, the implementation of 100G capturing hardware
for highspeed (100G) link monitoring and monitoring chained services. This version will
include a module to be integratewith SPA to address ELINE service verification and initial
automated fault analysis/natification.

1 PVM vl.:Design and development will begin M21 (Jan 2018) through M29 (Sep-2018),

1 PVM vl.1- Pilot phase M3M32 (December 2018). PVM v1.1 is not expdcto meet
production capabilities until GN&

1 PVM v2.0 will go through a strategic review in 2@ to identify specific features, and is
expected to enter development by the end of SGA2. An important feature will be enhanced
verification capability fothe CCS/ELINE services. CCS/ELINE will be offering Ethernet framed
point-to-point and multipoint services provisioned with both performance guarantees and
best effort, across both MPLS and OTN infrastructure, in baBEANTnNly edgeto-edge
mode and m a multtdomain endto-end mode, and up to 100Gbps/flow. Support for 100G
performance verification, monitoring, and fault analysis acros&BINTCCS endpoints and
legacy IP ports will be part te strategic requiremerg of version 2.
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ietf-sfchierarchical05&usg=A0vVaw3CkdBOpd_N3PZKyO99uGjT

R. A. Douranl , L. N . Sampaio, J. A. Suruagy
of performance metricsinmuid o mai n net wor ks’ , | EEE C

Magazine, vol.51, no.11, pp.5&2, November 2013
ITIL and IT Service Management
http://www.itil.org.uk/

“I'nternet protocol & Ptpackettransferandi c at i on

availability performance parameters, HlU Rec ommendat i on Y.
March 2011.

“Net wor k per f or mabnacsee do bsjlé&¢€vtiicveess” ,f or
Recommendation Y.1541, December 2011.

http://ifed.iminds.be/

https://intranet.geant.org/gn4/2/Activities/RA2/T2/

SitePages/Home.aspx

https://www.geant.org/Services/Connectivity and network/
Pages/VPN_Services.aspx

(Link for GN4 project participants)
https://intranet.geant.org/gn4/2/Activities/JRA2/Milestones%20D
ocuments/Consolid@d%20Connection%20Services%20Roadmap/M8.1 C
onsolidatedConnectiorServicesRoadmap. pdf

(Link for GN4 project participants)
https://intranet.geant.org/gn4/2/Activities/JRA2/Milestones%20D
ocuments/Service%20Provider%20Architecture%20Roadmap/M8%202_Ser
vice-ProviderArchitectureRoadmap.pdf

(Link for GN4 project participants)
https://intranet.geant.org/gn4/2/Activities/JRA2/Milestres%20D
ocuments/G%C3%89ANT%20Testbeds%20Service%20Roadmap/M8.3 GE
%CC%81ANTIestbedsServiceRoadmap.pdf

(Link for GN4 project participants)
https://intranet.geant.ag/gn4/2/Activities/JRA2/Milestones%20D
ocuments/Network%20Monitoring%2%20Performance%20Verification%
20Architecture%20Roadmap/M8.4 Netwekkonitoring-Performance
VerificationrArchRoadmap.pdf

https://osm.etsi.org/

ELINBMEF Reference Wiki

https://wiki.mef.net/display/ CESGHEine

MEF Technical Specification

https://www.mef.net/Assets/Technical Specifications/PDF/MEF_10.3.pdf
NFV Network Monitoring Framework Diamond
https://www.ericsson.con/researchblog/sdn/nfw-network-monitoring
frameworkdiamond

Network Markup Language Working Group
https://redmine.ogf.org/projects/nmiwg
https://www.google.co.uklrl?sa=t&rct=j&q=&esrc=s&source=webé&cd
=2&cad=rja&uact=8&ved=0ahUKEwiBrzZLB8b7YAhWRGuUWKHYWFCVkQF
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https://www.google.co.uk/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&uact=8&ved=0ahUKEwjk1aSK2L7YAhXB2KQKHZlIBCsQFggpMAA&url=https%3A%2F%2Ftools.ietf.org%2Fhtml%2Fdraft-ietf-sfc-hierarchical-05&usg=AOvVaw3CkdBOpd_N3PZKyO99uGjT
https://www.google.co.uk/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&uact=8&ved=0ahUKEwjk1aSK2L7YAhXB2KQKHZlIBCsQFggpMAA&url=https%3A%2F%2Ftools.ietf.org%2Fhtml%2Fdraft-ietf-sfc-hierarchical-05&usg=AOvVaw3CkdBOpd_N3PZKyO99uGjT
http://www.itil.org.uk/
http://jfed.iminds.be/
https://intranet.geant.org/gn4/2/Activities/JRA2/T2/SitePages/Home.aspx
https://intranet.geant.org/gn4/2/Activities/JRA2/T2/SitePages/Home.aspx
https://www.geant.org/Services/Connectivity_and_network/
https://www.geant.org/Services/Connectivity_and_network/
https://intranet.geant.org/gn4/2/Activities/JRA2/Milestones%2520Documents/Consolidated%2520Connection%2520Services%2520Roadmap/M8.1_Consolidated-Connection-Services-Roadmap.pdf
https://intranet.geant.org/gn4/2/Activities/JRA2/Milestones%2520Documents/Consolidated%2520Connection%2520Services%2520Roadmap/M8.1_Consolidated-Connection-Services-Roadmap.pdf
https://intranet.geant.org/gn4/2/Activities/JRA2/Milestones%2520Documents/Consolidated%2520Connection%2520Services%2520Roadmap/M8.1_Consolidated-Connection-Services-Roadmap.pdf
https://intranet.geant.org/gn4/2/Activities/JRA2/Milestones%2520Documents/Service%2520Provider%2520Architecture%2520Roadmap/M8%25202_Service-Provider-Architecture-Roadmap.pdf
https://intranet.geant.org/gn4/2/Activities/JRA2/Milestones%2520Documents/Service%2520Provider%2520Architecture%2520Roadmap/M8%25202_Service-Provider-Architecture-Roadmap.pdf
https://intranet.geant.org/gn4/2/Activities/JRA2/Milestones%2520Documents/Service%2520Provider%2520Architecture%2520Roadmap/M8%25202_Service-Provider-Architecture-Roadmap.pdf
https://intranet.geant.org/gn4/2/Activities/JRA2/Milestones%20D%0bocuments/G%C3%89ANT%20Testbeds%20Service%20Roadmap/M8.3_GE%CC%81ANT-Testbeds-Service-Roadmap.pdf
https://intranet.geant.org/gn4/2/Activities/JRA2/Milestones%20D%0bocuments/G%C3%89ANT%20Testbeds%20Service%20Roadmap/M8.3_GE%CC%81ANT-Testbeds-Service-Roadmap.pdf
https://intranet.geant.org/gn4/2/Activities/JRA2/Milestones%20D%0bocuments/G%C3%89ANT%20Testbeds%20Service%20Roadmap/M8.3_GE%CC%81ANT-Testbeds-Service-Roadmap.pdf
https://intranet.geant.org/gn4/2/Activities/JRA2/Milestones%2520D
https://osm.etsi.org/
https://wiki.mef.net/display/CESG/E-Line
https://www.mef.net/Assets/Technical_Specifications/PDF/MEF_10.3.pdf%2520
https://www.ericsson.com/research-blog/sdn/nfv-network-monitoring-framework-diamond
https://www.ericsson.com/research-blog/sdn/nfv-network-monitoring-framework-diamond
https://www.google.co.uk/url?sa=t&rct=j&q=&esrc=s&source=web&cd

[ODE]

[OGF]

[ONOS]
[OpenFlow]

[OpenNSA]
[OpenVsSwitch]
[perfSONAR]
[SDI2016]

[SNTS]

[SOA]

[SOB-2015]

[SOB2015a]

[SQMtool]

[SUR]

[TMFF]

[TMF Open]

[TM Forum(TMF]

[TR244]

GEANT )

gotMAE&url=https%3A%2F%2Fwww.ogf.org%2Fdocuments%2FGFD.212.
pdf&usg=A0vVawOrvhf 1U5PukBlybJo77

OpenDigital EcosystemTM Forum
https://www.tmforum.org/%0bopendigitalecosysterd?2/
https://www.google.co.uk/url?sa=t&rct=j&q=&esrc=s&source=web
&cd=1&cad=rja&uact=8&ved=0ahUKEwiDicGN

L7YAhWC3KQKHb9eDyIQOFggnMAA&url=https%3A%2F%2Fwww.glif.is%2F

meetings%2F2012%2Ftech%2Fslides%2F201GEBeNSH
AG.pdf&usg=A0vVaw0OwBhfxyRmgFFtLb5E1P2zH
https://onosproject.org/
https://www.opennetworking.org/sdaresources/openflow

and controller optiondittps://osrg.github.io/ryu/]
https://github.com/NORDUnet/opennsa

http://openvswitch.org

http://www.perfsonar.net/

Looking Beyond the Internet, March 28, 2016, available from
https://lookingbeyondtheinternetblog.wordpress.com/

SIGNOC Tools Survey 2016
https://www.geant.org/Resources/PublishinglmagestSIG
NOC%20T00Is%20Survey%202016.pdf#tsearch=sig%20noc

SOA Blueprint; SOA Practitioners Guide
http://www.soablueprint.com/practitioners _guide

Jerry Sobieski, Susanne Naegekson, Blazej Pietrzak, Michal Hazlinsky,
Fabio Farina and Kim Kramaric, GEANT Testbeds Service G&EAS)T
Testbed ServiceExternal Domain Ports: A demo on multiple domain
connectivity, European Workshop oofsvare Defined Networks (EWSDN),
Bilbao, Sept. 300ct. 2, 2015

Jerry Sobieski, Susanne Naegekson, Blazej Pietrzak, Michal Hazlinsky,
Peter Szegedi and Fabio Farina, GEANT Testbeds S#fivinal Network
Environments for Advanced Neork Research, TERENA Networking
Conference TNC15, Porto, Portugal, Junda842015,
https://tncl5.terena.org/core/poster/4(abstract
TNC_SA2 GTS 2015 Poster.pdf)
http://geant3plus.archive.geant.net/Resources/Deliverables/
Documents/D8&6 DS43-2 RefactoringGN3Toolsbasedon-BPM.pdf
2014 TM Forum Frameworx Adoption Survey Results
https://www.tmforum.org/wp-content/uploads/2014/09/Frameworx
AdoptionSurveyReport2014.pdf

TM Forum Frameworx

https://www.tmforum.org/tm -forum-frameworx/
https://projects.tmforum.org/wiki/display/AP1/Open+API+Table
https://www.tmforum.org/
https://www.tmforum.org/resources/technicateport/tr244-tm-forum-
informationframeworkenhancementgo-supportzoomr15-0-0/
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https://www.tmforum.org/%250bopen-digital-ecosystem-2/
https://www.google.co.uk/url?sa=t&rct=j&q=&esrc=s&source=web&cd
https://www.google.co.uk/url?sa=t&rct=j&q=&esrc=s&source=web&cd
https://www.opennetworking.org/sdn-resources/openflow
https://osrg.github.io/ryu/%255d
http://openvswitch.org/
http://www.perfsonar.net/
https://lookingbeyondtheinternetblog.wordpress.com/
https://www.geant.org/Resources/PublishingImages/SIG-NOC%2520Tools%2520Survey%25202016.pdf#search=sig%2520noc
https://www.geant.org/Resources/PublishingImages/SIG-NOC%2520Tools%2520Survey%25202016.pdf#search=sig%2520noc
http://www.soablueprint.com/practitioners_guide
https://tnc15.terena.org/core/poster/4%2520
http://geant3plus.archive.geant.net/Resources/Deliverables/
http://geant3plus.archive.geant.net/Resources/Deliverables/
https://www.tmforum.org/wp-content/uploads/2014/09/Frameworx-Adoption-Survey-Report-2014.pdf
https://www.tmforum.org/wp-content/uploads/2014/09/Frameworx-Adoption-Survey-Report-2014.pdf
https://www.tmforum.org/tm-forum-frameworx/
https://www.tmforum.org/
https://www.tmforum.org/resources/technical-report/tr244-tm-forum-information-framework-enhancements-to-support-zoom-r15-0-0/
https://www.tmforum.org/resources/technical-report/tr244-tm-forum-information-framework-enhancements-to-support-zoom-r15-0-0/

Df 2aal NE

AAl Authenticatiaon and Authorisation Infrastructure
AFU Automated Fault analysis Utility

AM Active Modification

API Application Programming Interface

BoD Bandwidth on Demand

BMS Bare Metal Servers

BPM Business Process Management

BSS Business Support System

CCs Consolidate Connection Services

CCv CustometCentric View

COTSs Commercial ofthe-Shelf

CPU Central Processing Unit

clr checkpoint/restart

CRM Customer Relationship Management

CSF Communications Sufystem Failure

CSP Communication Service Provider

CcYy Calendar Year

DSL Digital Subscriber Line

DSP Demand Side Platform

EDA EventDriven Architecture

EFTS Ethernet Flow Termination System

EPL Ethernet Private Line

ESB Enterprise Service Bus

eTOM enhanced Telecom Operations Map (TM Forum Business Process Framework)
EVPN Ethernet Virtual Private Network

FAB Fulfilment Assurance and Billing

FCAPS Fault, Configuration, Accounting, Performance and Security
GENI Global Environment for Network Innovations

GN3plus GEANT Network 3 plus, a project pamded from the EC's Severfinamework
Programme under Grant Agreement N0.605243

GN41 GEANT Network 4, Phase 1 projectgai nded from the European
2020 research and innovation programme under Grant Agreement N0.691567

GN42 GEANT Network 4, Phase 2 project gartded from the European Union's Horizon
2020 research and innovation programme under Grant Agreement N0.731122

GTS GEANT Testbeds Service

GUI Graphical User Interface

GVM Generalised Virtualisation Model
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Glossary

IAGW
IP

ITIL
ITU
JRA
JRA2
Layer 2
Layer 3
LTE

LTS

M
MANO
mDC
MDVPN
MEF
MPLS
NFV
NIC
NIF
NML
NMS
NOC
NREN
NSC
NSI
ODE
OFX
ONOS
OSS/BSS
OTN
(O)VAS
OWAMP
OXP
P2P
PLE
PLM
PVM
QoS
R&D
R&E
RCA
RCAVC
SA

SBI
SDN
SFA

Internet Access GateWay

Internet Protocol

Information Technology Infrastructure Library
International Telecommunication Union
JointResearctctivity

Joint Research Activity 2 Network Services Development
In the OSI model, Layer 2 is the data link layer
In the OSI radel, Layer 3 is the network layer
LongTerm Evolution (standard for higgpeed wireless communication for mobile
phones and data terminals)

LongTerm Support

Month

Management and Orchestration
microDataCenter

Multidomain VirtualPrivate Network

Metro Ethernet Forum

Multiprotocol LabelSwitching

Network Function Virtualisation

Network Interface Card

New Ideas Forum

Network ManagemenLanguage

Network Management System

Network Operations Centre

National Research and Education Network
Network Service Chaining

Network Service Interface

Open Digital Ecosystem

OpenFlow eXperimental (facility)

Open Network Operating System

Operations Support Systems/Business Suppysteins
Optical Transport Networking

OpenvSwitch
OneWayActiveMeasurementProtocol

Open eXchange Points

Point to point

PlanetLab Europe

Product Lifecycle Management
PerformancéVerificationand Monitoring
Quality ofService

Research and Development

Research and Education

Resource Control Agent

Resource Control Agent Virtual Circuits
Service Activity

Southbound Interface

Software Defined Networks

Slicebased Facility Architecture
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SGA
SID
SNTS
SOA
SPA
SQM

TAM
TMF
TRL
TTS
VC
VFC
VIM
VLSI
VM
VNF
VPLS
VPN
VPWS
WAN

SingleGrantAgreement

Shared Information Data
SIGNOC Tools Survey
ServiceOriented Architecture
Service Provider Architecture
SoftwareQualityManagement
Task

Telecoms Application Map (application framework)
TeleManagenent Forum
Technology Readiness Level
Textto Speech
Videoconference

Virtual Forwarding Context
Virtual Infrastructure Management
Verylarge-scale integration
Virtual Machine

Virtual Network Function

Virtual PrivateLocal AreaNetwork
Virtual Private Network

Virtual PrivateWire Service
Wide-Area Network
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